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1 Science, Technology and Management 

1.1 
Science

The "National Virtual Observatory" [NVO] is envisioned as a distributed, interoperable and extensible framework into which the astronomy user community will want to plug in their own applications. Inherent in the concept is the need for scalable parallel computing and high-performance communications: massive data sets will be accessed, manipulated and served to large numbers of simultaneous remote users.

The astronomical sciences are on the brink of an entirely new era: an avalanche of new data that is orders of magnitude beyond the capabilities of current traditional software resources to manage, process and analyze. NASA's missions and many ground-based telescopes have already generated many terabytes of data, from which catalogs of billions of objects are extracted. For each object, tens or hundreds of parameters are measured. Forthcoming projects and sky surveys are expected to deliver data volumes measured in petabytes, with repeated, multiple-epoch measurements for billions of sources. 

In recognition of this tremendous challenge facing the astronomical sciences, including several new high resolution multi-terabyte all sky surveys, the National Academy of Science [NAS99] recommends, as a first priority, the establishment of a National (and ultimately Global) Virtual Observatory. Strong support for the adoption of this initiative began with a grass roots effort within the astronomical community including a number of the investigators on this team.

1.1.1 Objectives

The NVO is not a single top-down architecture but rather a collection of well-coordinated technological advancements which, when taken as a whole, dramatically improve both the science that can be accomplished and the speed and scale on which research can be done.  The emphasis of the work proposed here is on providing real, scalable services to the community in those areas where high performance computing is essential.  Success will be measured in terms of real scientific usefulness (in the form of research) that these services provide.

While the NVO encompasses the totality of astronomical research, there are four specific areas where the kind of massive, interoperable, computing capabilities solicited under this HPCC Program become critical.  The first involves dynamic reprocessing of image (sky pixel) archives to generate image products appropriate to specific research needs.  The second is to dynamically federate massive, distributed astronomical source catalogs (including generating probability measures for inter-catalog source identifications).  Given such composites, the third area involves unsupervised clustering to dynamically uncover population characteristics in a large number of dimensions.  Finally, both these clusters and the original data require multidimensional visualization and interaction functionality.  All of these are covered in more detail in section 1.2 below.

All of the functionality developed in these areas will be externalized to the astronomical community as archive access and processing through existing and well-accepted service providers (eg. IRSA and NED, §1.2.1).  Indeed, while the services themselves will rely heavily on high performance computing resources, the external interfaces will follow patterns already familiar to the community through their use of existing image and catalog services.

1.1.2 Science Rationale

In the National Virtual Observatory a user will use standard client software as a window to the Universe, and explore the all-sky data holdings of numerous distributed archive nodes, each managing and serving multi-terabyte to petabyte archives. Each large archive will be surrounded by a collection of subsidiary services such as brokers, estimators, consolidators, translators, guides, and others. The exploration can involve specialized visualization techniques that can present and manipulate N-dimensional scientific data, or it could involve the application of a pattern-matching code to the archived data to search for and recover specific classes of astronomical objects. The NVO will provide new opportunities for scientific discovery that were unimaginable just a few years ago.

The NVO will also be a rich resource outside the professional astronomical community, providing unparalleled opportunities for education and public outreach (EPO). The NVO will be available at many levels of interest and ability, from a planetarium and basic science, to guide charts for amateur astronomers, to professional-quality tools. Data will be in a multitude of wavelength bands from the (-rays to the radio. NVO will be an incredible classroom resource for students; given the broad and general appeal of astronomy, the NVO can be used as a vehicle to general science and math education. The NVO will provide an opportunity for amateur astronomers to participate directly in scientific research, and a fabulous source of enjoyment and wonder for anyone with interest and curiosity about our Universe. 

The Team includes founders of the NVO initiative, parallel computing experts, experts in the astronomical data and in development of federated astronomical data archives, astronomers, and software engineering experts. These strong ties to the NVO efforts, supercomputing, and the user community uniquely position this team to implement high-performance computational components which will inter-operate with the whole of the NVO and be useful to the entire astronomical and EPO communities.

1.1.3 Science Research with the NVO

Examples of scientific studies anticipated for the NVO, many of them closely related to the NASA Origins, Structure and Evolution of the Universe, and even Exploration of the Solar System programs, may include the following:

Understanding the structure formation in the early universe: Maps of the Cosmic Microwave Background (CMBR), from COBE (Cosmic Background Explorer), BOOMERANG (Balloon Observations Of Millimetric Extragalactic Radiation ANd Geophysics), and other missions and experiments probe directly the early phases of large scale structure formation. However, their interpretation hinges on the understanding of the effects of various astrophysical foregrounds (clusters of galaxies, radio sources, interstellar matter in our own Galaxy, etc.). To really disentangle these complex effects, it will be necessary to do a careful correlation of CMBR maps with massive amounts of often very complex data from digital sky surveys over a broad wavelength range, from X-ray to radio, including both images and source catalogs, and over a range of angular scales. 
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Understanding of the structure of our own Galaxy: This would involve a complex interplay of massive data sets including optical, near-IR (e.g., the Two-Micron All-Sky Survey; 2MASS), far-IR (e.g., the Infrared Astronomical Satellite; IRAS), nonthermal radio, neutral hydrogen, and other surveys. The result would be a 3-dimensional distribution of the stars, gas, and dust (with the extinction affecting the star counts). Kinematical measurements of the gas velocities in radio, and proper motions of stars (optical and near-IR) would expand this to a full 6-dimensional, phase-space portrait of our Galaxy.
A panchromatic census of active galactic nuclei (AGN) in the universe: Despite decades of effort, a complete census of these most luminous objects still eludes us. The chief problem is dust obscuration, which hides quasars and less luminous AGN from our traditional surveys in the UV and optical. It is estimated that the hidden AGN may outnumber their unobscured counterparts by an order of magnitude, and glimpses of this population have been seen with Chandra and other x-ray missions. An experiment combining data from radio to x-ray, with optical and IR surveys in between, and taking all of the complex selection effects into account, could give us for the first time an unbiased and complete view of the AGN populations in the universe. This would lead to a physical understanding of the cosmic x-ray and gamma-ray backgrounds, and the interplay of AGN and galaxy evolution.

Many other problems with a narrower scope, but equal importance can be addressed within the context of the NVO. For example, the question of whether the Sun has a binary companion star. Surprisingly, this is possible, and the answer is not yet known: the putative companion could be an underluminous dwarf in a very elongated orbit, with a period of some tens of millions of years. A systematic search through a combination of large sky surveys in optical (e.g., the Digital Palomar Optical Sky Survey; DPOSS) and near-IR (e.g., 2MASS) taken over a large time baseline is needed in order to answer this intriguing question conclusively.

These examples are meant to illustrate the great scientific potential of the NVO, and are by no means a complete. Many more data-intensive projects with a scope that is currently completely impractical can be made possible with the technological advances envisioned for the NVO.

1.1.3.1 NVO Requirements

The National Virtual Observatory means different things to different people.  Therefore, the following is an overview of the basic underpinnings of a virtual observatory framework. While some of these components (e.g., data-mining tools) might seem ancillary in a proposal dedicated to developing a high-performance framework, they are integral to the successful completion of our proposed development effort since they provide vital scientific verification. This proposal covers the second through sixth of the ten listed NVO requirements.

1. Deposition of the data in robust archives, usually co-located with the team that generated the data so that they can provide expert support for those data. Must include detailed documentation for the data, and metadata for remote access.

2. Image archive services, including compute-intensive normalization, resampling, mosaicking. Fast processing is paramount.

3. Catalog Archive Services, including database indexing, query planning and estimation, and flexible formats for capability, request, and response.

4. Cross-Comparison Services to identify common members of multiple geographically distributed catalogs.

5. A set of tools for effective exploration of massive data sets including Multi-Dimensional Unsupervised Clustering, supervised clustering, multi-variate statistics, and other data-mining techniques.

6. A set of tools for Multi-Dimensional Visualization, where the response is fast enough on large datasets to allow real interactivity.

7. A standard set of base data objects, with well-understood semantic meaning, together with representations of these as XML and/or FITS files, including standard physical units. 

8. Ways to extend these base objects into a ramified hierarchy, so that specialist groups can define their own data objects (e.g., gravitational lens candidate, Space Infrared Telescope Facility; SIRTF focal plane outline).

9. A Grid infrastructure capable of high bandwidth data transfer and high-performance computing.

10. A way for a server to publish its capabilities through a standard, but extensible mechanism, and for clients to discover that service.

We propose a coherent set of activities, building on our existing efforts described above, which, coupled with efforts funded elsewhere, will culminate in a working prototype for the NVO. In this proposal, we focus solely on the high performance computing requirements, and on providing smooth inter-operability between remote users. In the list of ten NVO requirements above, the first item is well underway already within the community, and therefore this proposal addresses the high-performance computing requirements in items 2 through 6. 

The software that we are currently using as a starting point includes: Informix database, High Performance Storage System [HPSS], Orbit catalog viewer from IPAC [ORBIT], Extensible Scientific Interchange Language from CACR/LIGO [XSIL], Digital Observatory, Clustering Suite and Parallel Mosaicking Code from JPL, Virtual Sky from CACR [VS], SQL Server (Microsoft), Expose-compare from Digital Sky/NPACI, Iris Explorer from NAG.

1.2 Technology 

1.2.1 Interoperability plan and Community Delivery

NASA’s Astrophysics Archives 

NASA mission data is served to the community through three wavelength-dependent archive centers (the Space Telescope Science Institute [STScI] for optical data, the InfraRed Science Archive [IRSA] at IPAC in the infrared, and the High Energy Astrophysics Science Archive Research Center [HEASARC] for high energy data).  In addition, NASA also supports an effort (the NASA Extragalactic Database [NED]) to maintain a database of extragalactic measurements from published catalogs and the literature.  Between them, these four projects provide point-of-entry for most current on-line NASA-funded astronomical archive research.

These projects are all deeply involved in the efforts to create an NVO and are actively working together to standardize the interoperability between their services.  This has already led to the creation of generalized multi-archive search and visualization tools and can be expected to extend to coordinated multi-archive data requests in the near future.

All of the services that will be built with the code developed under this proposal will be made accessible in this environment, thereby immediately becoming an integral part of the research landscape.

1.2.1.1 High Performance Computing Foundation

Our team has also been closely involved with not one, but two multi-Terabyte archives. The first dataset, NASA's Two Micron All-Sky Survey [2MASS] is an imaging survey of the entire sky in three near-infrared wavebands, which is archived in IRSA in a special framework we developed to support compute-intensive queries. The second dataset, the Digitized Palomar Observatory Sky Survey [DPOSS] is an imaging survey of the Northern half of the sky in three optical bands, which we have archived at Caltech's Center for Advanced Computing Research (CACR), with a high-speed internet delivery mechanism to the public [VS].

As a result of our unique position as holders of Terabyte datasets, we have taken the lead in data federation, a concept that has formed the core research area of the Digital Sky Project, which is supported by the NSF National Partnership for Advanced Computing Infrastructure [NPACI]. This Project has developed and applied cross-correlation algorithms to our current data holdings, and also to surveys in other wavelength regimes (e.g., the radio surveys First and NVSS, the far-infrared survey from IRAS, and the X-ray survey from ROSAT). Thus we have explored problems inherent in federating large, multi-wavelength datasets. The IRSA Project also employs the Storage Resource Broker at San Diego Supercomputer Center [SRB] to serve 12 TB of High Resolution Atlas Images from the 2MASS Project. We also have considerable experience in the presentation of the federated data to the general community through the NASA/IPAC Extragalactic Database. This is a portal for modern astronomical researchers to view, access, and intelligently interrogate the sky for data on extragalactic objects, cross-linked to all of the other mission archives and data centers. Finally, members of the Infrared Science Archive routinely provide support to their user community, and work with them to develop requirements for new services and interfaces.
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To fully exploit the terabytes of imaging data requires advanced visualization and machine learning techniques. As one of the original, successful implementations in the area of applied machine learning, we have, as part of the DPOSS analysis software, pioneered automated source classification for astronomical objects and explored the practical astronomical applications of modern cluster finding techniques [DJOR99]. As part of the Digital Observatory Project at JPL, we have prototyped real-time interaction with multi-Gigapixel image datasets combined with catalog data. Furthermore, as part of an outgrowth of Microsoft’s highly successful Terraserver demonstration [TERR], we have initiated the Virtual Sky project, which provides interactive, federated access to multiple image archives, including DPOSS, over the Internet[VS]. 

Finally, the PI and several Co-I’s are senior and advisory members of the GriPhyN (Grid Physics) consortium [GRIP], the largest of the NSF/ITR grants in the 2000 cycle. GriPhyN aims to create the IT infrastructure necessary for delivering and processing large datasets for four large physics experiments: The CMS (Compact Muon Solenoid) and ATLAS (A Toroidal LHC ApparatuS) experiments at the Large Hadron Collider (LHC) at Centre Européen de Recherche Nucleaire (CERN); LIGO (Laser Interferometer Gravitational-wave Observatory); and SDSS (Sloan Digital Sky Survey). As a result, we are in a unique position, not only due to our history of managing projects with successful deliverables, but also as a result of our broad collaborations, to exploit the forthcoming computational and data grids to extend our practical experience to facilitation of the NVO.

1.2.2 Performance codes

1.2.2.1 Image Archive Services

The new astronomical image archives each contain multiple terabytes of data.  Supporting scientific use of this data requires a different approach from that of traditional image archive services. We will integrate into a single code base the functions necessary for delivering customized images of high scientific quality. This new code, the Parallel Image Mosaicking Engine, will consist of four basic components with these functions:

Normalization: All of the images will be corrected to the same background. This is more than simply adjusting zero points or flat fielding. Frequently, there is large-scale structure (on a scale comparable to or larger than an individual image) that should be preserved.

Archive Data Location and Access: Organizing, searching, and extracting data from a large archive in the most efficient and effective manner is as important as the rapid processing of this data into scientifically useful products. A variety of data containers, metadata structures and search engines, and subsetting filters are needed to maximize overall throughput. 
Mosaicking: The contents of an archive can be viewed as a pixel space covering the sky rather than as a set of images, even if that is how the data is stored internally. Stitching together collections of images will be done with as little degradation of information content as possible. Requests for user products should allow for this data to be quickly rendered with an arbitrary projection, scale and resolution, and using standard astrometric systems.

The fist code milestone in this section is the integration of these components into a single, documented code base.
Process Optimization: Base archive data will flow to the mosaicking engine at varying rates and potentially along multiple parallel paths from different sources. The overall throughput can be increased tremendously through a combination of parallelizing the mosaicking code itself on clustered hardware and by proper management of the data flow associated with multiple simultaneous processing requests.
Normalization is a very dataset-specific process but is critical if the rest of the infrastructure described here is to be scientifically useful. Even if the approach taken on the surface seems purely cosmetic (e.g. introducing low spatial frequency warping to each image to match the backgrounds and gradients at each plate intersection), this improves the scientific usefulness of the data. This is because high spatial frequency information will not be contaminated, e.g. edges of molecular clouds or point-like objects. Effective normalization schemes require precisely the kind of massive parallelized mosaicking being designed here. As a practical consideration, we will perform the final normalization as a test of the first interaction of the system itself.

A key feature of the mosaicking code is to provide custom access to the data, i.e., the images produced will meet user specification of projection, scale and resolution.  Also, when astronomical images are mosaicked, the scientific integrity of the data needs to be preserved, including both the character of high spatial frequency objects and the photometry of larger regions.  This will be done in two steps: (1) resampling the data at a scale higher than the native one using a smoother basis function than the simplistic pixel step function and (2) assigning to each pixel the appropriate fraction of the total flux.  The first step assures that point sources in the data remain point sources after resampling.  The second step assures that flux per unit area is preserved for all parts of the sky.

Parallel Computing: These image archive services can benefit greatly from, and are well suited to, parallelization. The archive search and data access components can be spread across multiple servers, possibly at geographically distributed sites, and can produce multiple simultaneous data streams. The mosaicking algorithm can be readily parallelized for execution on multiprocesor systems.  In addition, multiple data requests can be handled in parallel by distributing them across the processors at a single site or at multiple processing centers.

The current data archives (e.g. the HPSS systems at CACR and SDSC and the DMF tape robot at JPL) deliver large volumes of data in intermittent bursts.  Therefore, it is critical to properly manage collections of processing requests through scheduling, data reuse, result caching, and other techniques. While parallelization of the mosaicking algorithms will ensure fast image creation, it is the management software that will ensure that the system is kept active by properly supplying it with data and processing requests.

Using the catalog access infrastructure described next (including dynamic cross-comparison and federated access) in conjunction with these image terapixel archive services, we can also construct efficient and generic catalog / image correlation services. This would allow application of a user-defined processing algorithm against the image data for a set of locations defined by a multi-archive database query, using parameters from the resultant combined relational record as part of the parameter space for the user algorithm at each location.

1.2.2.2 Catalog Archive and Cross-Comparison Services

Given the sheer bulk of the astronomical catalog data that is becoming available, new technologies must be brought into play to build accurate cross-identification of sources and allow cross-archive federated access. We will improve existing catalog archive and cross-comparison services in the following five areas:

i)  Specialized spatial indexing for astronomical use integrated as deeply into standard DBMS systems as possible. Other astronomical sites have implemented the same basic sky spatial index as is used in IRSA (the HTM methodology developed at Johns Hopkins University for the Sloan Digital Sky Survey [SB99]), but usually as the primary data organization structure within an Object-Oriented DBMS (e.g. Objectivity). We will give this indexing more of a peer role within a more standard relational DBMS so that the techniques used can be incorporated into any of the existing archive databases (relational or object) with very little modification. 

Such indexing is the foundation of fast query retrieval, along with special database-dependent extensions of the query language. For example, a query predicate "where RA>181.0 and RA<181.1 and DE>30.0 and DE<30.1" will be evaluated inefficiently by a generic SQL engine: it will begin with all stars where RA>181.0, which may be over a billion. Therefore, this is not the best approach to query for stars in a tiny area. We will implement and evaluate schemes that use HTM indexing to get high efficiency.

ii) Access to remote catalogs through standard capability, request, and response formats that combine flexibility with efficiency. 

A capability document describes a service in an XML standard way, as the nature of the requests and responses from the service. Once a potential user has found the service that can deliver data, (s)he can ask for the capability document to autoconfigure the way his computer gets data from the service. Mechanisms like this are the heart of Business to Business (B2B) and scientific data service integration. We will define a format for capability documents, based on the OpenGIS [OGIS] standard now becoming accepted.

The capability document may contain the name of the service, with a title, abstract, contact information, and a link to a web page that describes it. There may be version negotiation, and negotiation of acceptable distributed-computing protocols for requests and responses (e.g. SOAP, Nexus, HTTP, RMI, Corba), and specific information about servers, port numbers, etc. While we assume that the capability document itself is obtained by HTTP, the request and response may be transmitted with other protocols. The possible output formats are defined, and the nature of the request that generates such responses. A capability document may be an index to other capability documents, thus inducing a hierarchical subject index.

Part of the capability document could be a way of building a user-interface, so that a human can frame a request. This would be an HTML form that can be used as part of another page.  Since HTML is a much looser language than XML, its strict version, XHTML, should be used to ensure that the capability document itself is well formed.

There is already an XML data response format [ACC99] worked out with Centre de Données astronomiques de Strasbourg (CDS) and which has been guaranteed support by IRSA, Multimission Archive at Space Telescope Science Institute (MAST), and CDS but requires coordination and database service wrapping to establish a uniform query structure and ancillary services delineating archive holdings and catalog metadata. The XML format will be augmented for large datasets, where binary transfer is necessary; the XSIL project is one example of separating the XML metadata from the bulk binary transfer. We will also work with other emerging standards for astronomical data, such as ISAIA [HAN00] and AML [GUI98].

This task is critical if integrated cross-archive access is to be feasible. The current state-of-the-art in this area is the CDS Vizier database (currently 2747 catalogs), however their data holdings comprise mostly very small catalogs and lists; the NVO will be handling datasets several orders of magnitude greater in size. 

iii) Portable, scalable cross-comparison services will be derived from the work done by the Digital Sky Project. These services are unique in their ability to deal efficiently with datasets ranging in scale from small lists to database tables with billions of records. There would be two versions of the final tools: one set targeted at efficiency for large datasets on commercial DBMSs, the other at flexibility and platform portability for use with small datasets.

Careful indexing of the catalogs will provide a vital efficiency boost in the cross-comparison work. Comparing two sets for common members is much easier if both are sorted in the same order; and the database that holds a catalog can create the output stream in that order much more quickly if that catalog index is compatible with that order.

We will frame a user interaction to the cross-comparison service in terms of a bulk proximity check and handler functions. The cross-compare service provides pairs of observations, one from each catalog, which are close enough together to be candidates for being the same celestial object. The handler function can make a final decision, based on the combined data records of both observations.

iv)  Specialized handler functions.  The basis for several of the more complicated handler functions already exist, most notably in the algorithms built into NED for evaluating the probability that a measurement corresponds to a known NED object.  Since these algorithms are computationally expensive, it is expected that while I/O will be the bottleneck in the preceding work, raw computation will be the limiting resource here.

v)  Query estimation. Given a collection of services (to search catalogs, ingest temporary tables, and create cross comparisons) and communications pathways, there will often be many ways of proceeding with processing a given request. Internal to a given DBMS, the process of determining the most efficient path (called query optimization) is handled by comparing the combined costs of various approaches. 

A distributed system can make use of the same cost-based optimization, though here the situation is more complex and relies on time estimates from the various components (or derived by periodic testing) network throughput measures (eg. Network Weather Service [NWS]), In fact the actual plan generation is relatively straightforward. Most of the work on this task will go into ever more accurately characterizing the various costs outlined above.

Parallel Computing: In the Digital Sky Project [DS00], we have created a parallel code, called Expose/Compare, for cross-comparison of astronomical databases. This will be the heart of the web-based service that will carry out cross-comparison for this section of the proposal. We have run the application with 10,000,000 objects from each of the DPOSS and 2MASS catalogs, using the Hewlett-Packard Exemplar machine at CACR. The maximum speedup obtained was 27 on 32 processors. One of the investigation milestones is to maintain this efficiency on more processors.

In a broader context, we have found that the computational part of the expose/compare code is not the bottleneck. The code uses as input specially structured and sorted files which have been created by database queries. In fact, these queries take longer than the computational process itself. A further investigation milestone is the optimization of the entire process, from database to result.

High-Performance Storage/Networking Research: To demonstrate cross-comparison of massive catalogs in storage systems at remote sites, we will place one catalog and the computation at Caltech (IPAC and CACR) and the other at the NCCS Mass Data Storage and Delivery System at Goddard. Caltech is a member of the NREN high-performance network, so we will also provide an optional networking milestone in terms of catalog entities per second transferred, and as described under the visualization research area under Multi-Dimensional visualization and Interactive Analysis.

1.2.2.3 Multi-Dimensional Unsupervised Clustering

We will explore unsupervised clustering on terabyte-scale, billion object data sets, and explore other Bayesian inference and cluster analysis tools, as well as novel multidimensional image and catalog visualization techniques.

The framework will utilize computational and data grids [FK99] that might be available for NVO related work. This also includes, of course, existing research efforts into data-exploration of large, multi-dimensional datasets (e.g., the CMU efforts [AM98]).

We will develop clustering and visualization techniques capable of dealing with large numbers of data points and a high number of dimensions (up to ~100). Cluster analysis and unsupervised classification reveal statistically significant classes of objects: they are data space exploration tools that can lead to new discoveries. This is also a powerful quality control technique for extremely large data products. 

Another set of challenges is presented by displaying the information in the parameter spaces defined in the catalog domain. A data vector may represent each object in tens or even hundreds of dimensions, but only a few can be displayed at any given time (e.g., 3 spatial dimensions, color, shape, and intensity for displayed objects). Each of the object attributes, or any user defined mathematical combination of object attributes (e.g., colors) should be encodeable on demand as any of the displayed dimensions. We will display data from more than one survey at a time, and combine object attributes from matched catalogs. 

The innovation of this proposal is the ability to allow a researcher to perform this analysis interactively, dynamically linking multiple distributed data streams that are each multiple terabytes. 

We meet this challenge with two classes of technical tools: improved clustering technology and visualization of high-dimensionality datasets. Both components require effective application of scalable supercomputing to handle the large number of objects and high dimensionality of the problem.

A number of approaches and techniques will be developed, tried, and evaluated. In the third year of our work we will conduct a number of focused experiments clustering over a billion sources into a fixed number of clusters and a subset of these with automated determination of the optimal number of clusters as described below.  These experiments will include data from the Digital Palomar Observatory Sky Survey (DPOSS), the Two-Micron All Sky Survey (2MASS), the NRAO VLA Sky Survey (NVSS), the Faint Images of the Radio Sky Survey (FIRST), the Infrared Satellite (IRAS), and the ROSAT All Sky Survey. All of these data sources are being federated by the Digital Sky Project [DS00]. The focused experiments will interrogate all of these data resources and any existing object associations; this will form the basis of the joined catalog whose attribute vectors reflect all surveys and have a dimensionality in excess of one hundred parameters. The billion vectors thus created will be the subject of both the cluster analysis applications and the software used to visualize the results. The next logical step is to assimilate the image data into the previously catalog-exclusive process, providing a complete fusion between the two different domains.

We will identify clusters using finite mixture models [TSM85] that may be found from data by various iterative algorithms [RW84] including the well-known EM Algorithm. The mixture model, when found, represents a probabilistic taxonomy of the input objects. Each component cluster contains a family of like objects; objects belong to a cluster with a confidence given by the model. This decomposition into clusters aids in understanding the data:

· To objectively group data vectors that correspond to known, physically meaningful, distinct types of objects. For example, the method could be used to separate stars from galaxies in a manner that is unbiased by a priori knowledge or the choice of training examples.

· To refine astronomical classifications of object types (e.g. the Hubble sequence, the stellar spectral types) in an objective manner. This will facilitate the discovery of previously unknown sub-classes of objects.

· To find small groups of objects that may be composed of rare types (e.g. brown dwarfs, high red-shift quasars), or possibly entirely new types of astronomical objects.

· To find outlying data points that have no strong affinity to any class. These points may be the result of noise, instrumentation error, or faulty merging of heterogeneous data sources; in this case the result is useful for intelligent “polishing” of the data source. Alternately, these outliers also could be rare or previously undiscovered astronomical objects.

Existing approaches can handle no more than a few million hundred-dimensional data points on a conventional workstation, and this only if the number of clusters is known a priori.  In our science domain, however, the number of clusters in the data is in general unknown.  If the clustering algorithm must determine the optimal number of clusters at run-time, the technical challenge is much more difficult and the number of objects that can be handled with conventional approaches is dramatically reduced.  A number of technical challenges need to be overcome in order to make automated clustering on large datasets possible:

· To address the problem of data quantity in excess of computer memory, we will develop an on line variant of the EM algorithm that uses only part of the data at a time for calculations. [NH98]

· To reduce the computational complexity with respect to the amount and dimensionality of the data, new algorithms will be developed which may incorporate organization of the data into k-d trees, iterative methods for numerical calculations, and successive approximation.

· To improve speed and efficiency, the parallelization scheme of the software will be optimized for scalability on multiprocessor supercomputers and networks of workstations. 

· To objectively determine the correct number of clusters in the data, a computationally feasible and effective technique will be developed.

Parallel Computing: The clustering suite of codes is parallel, and can successfully operate on 105 objects in 15 dimensions while using a prototype method for determining the unknown number of clusters. The algorithm and parallel implementation improvements described in this section, and the use of the terascale testbed, are expected to result in a performance increase that will allow the method to operate on 107 objects in 100 dimensions, while performing automatic determination of the number of clusters.

1.2.2.4 Multi-Dimensional Visualization and Interactive Analysis

Effective visualization of the clustering results is necessary both to assist in interpreting the results and to evaluate the effectiveness of the clustering algorithms. We are faced with two problems: 1) how to map our high dimensional data to a two-dimensional display in a manner that facilitates analysis and 2) what interactive analysis tools should be built to permit exploration of this high dimensional space. We will build the visualization and interactive analysis tools described in this section as an essential part of the clustering task.  

One simple tool that is needed is a three-dimensional scatter plot tool that permits run-time selection of the dimension to be mapped to each axis. The classes found by the clustering algorithms described will be displayed as Gaussians in the three-dimensional space specified by the axes, with high opacity corresponding to high probability. If the celestial objects are plotted on the same axes, this opacity component will highlight those outlying objects that do not fit well in any of the clusters because those that cluster well will be obscured by the Gaussians.

The tool described above is flexible because it permits user selection of the coordinates to be mapped to each axis. However, it is limited because only three of the coordinates can be mapped at a time. Therefore, another tool is required that would allow visualization at higher dimensionality. The concept of parallel coordinates [ID90, FWR99] is well suited for this particular problem. In parallel coordinates, the N coordinates can be represented as uniformly spaced vertical lines with values along each line and each object is represented by a series of line segments that connect the coordinate values. Techniques for ordering the coordinates highlight trends and clusters. To allow interactive analysis of the results, we will also include panning, zooming and rotation; reordering of the coordinates in the parallel coordinate representation  [ABK98]; selection of the objects to be viewed; and ability to select objects in a catalog list to highlight those line segments that form the representation of the selected objects in parallel coordinates.
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Visualization Research: A major obstacle to effective visualization of high dimensional data, even if techniques such as parallel coordinates are used, is the limitation imposed by the size of the display. The number of pixels available is the limiting factor that determines how many objects can be viewed at a time. Therefore, this work is a good candidate to leverage our previous development of “Powerwall” technology, which combines and synchronizes multiple tiled displays. Currently the Powerwall environment exists in only a few locations, but with the emergence of 6-9 megapixel display technologies, these high definition visualization capabilities can then be brought to the desktop at affordable prices.  We will develop for scalable visualization; it will be available in PowerWall environments immediately and when the high definition displays become a reality, the software to use them will be there. 

We propose an optional milestone in Visualization Research, to capitalize on the ESS Project team’s experience in high performance visualization.  In particular we will engage the JPL ParVox team to explore with us the interactive rendering of datasets organized as volumetric data.  This would be ideal to combine also with a second optional milestone in Networking Research, establishing a reliable high bandwidth link between the Teraflop Scalable Testbed (TST) and with the JPL/Caltech intra-Campus high bandwidth networks.  Using this modality, the results from the (e.g.) clustering analyses would be interactively rendered at the TST and image results returned to Caltech/JPL and distributed to multiple viewers for collaborative interpretation.

We will experiment also with a second modality, using the Volume Rendering Cluster capability  of the NSF Large Data Visualization Center at CACR. The Volume Rendering Cluster is a collection of eight fast PC's connected through a devoted pixel bus for image transfer. This hardware was created in collaboration with Compaq Tandem Labs. The volume rendering itself is carried out by a high-end card from Mitsubishi, which does real-time hardware raycasting, yielding a separate image for each subcube. The images are sent across the pixel bus and combined. Already the cluster can visualize smoothly rotating volumes 512x512x512. Ongoing research at CACR is intended to increase the size of the cluster by a further factor of 16. The cluster is being used for the DOE/ASCI Center for the Simulation of the Dynamic Response of Materials, the National Center for Microscopy and Imaging Research at UC San Diego, and Caltech's Biological Imaging Center. This second modality returns the results to Caltech/JPL, the rendering is interactively performed locally with the results, again distributed to multiple intra Campus locations. 

A milestone is associated with fast visualization of collections of semi-transparent Gaussians, the results of clustering, as described above. Both modalities will capitalize on this approach and  the two techniques compared. 

1.2.3 Parallel Computing Team Experience

Members of this proposal team have deep experience of parallel computing, not just running speedup measures on a single code on an MPI machine, but also grid computing, shared-memory computing, data-intensive computing, and supercomputing in a wide variety of scientific domains.

Prince (PI), Curkendall, and Williams have been instrumental in parallel computing since the first hypercubes were built at Caltech and JPL seventeen years ago. Prince realized early the potential of computing and big data as a tool for astronomical discovery, including pulsar detections in the radio, image reconstruction for IRAS, and compute-intensive speckle-interferometry. Prince is both a professor of Physics and a Director of the Center for Advanced Computing Research. Curkendall has been involved in the design and use of parallel computers at the hardware and software levels. Major projects (with Jacob) include synthetic-aperture radar reconstruction and large-scale visualization of astronomical and Earth-science data sets; they also implemented a large-scale simulation environment for real-time simulation that ran concurrently on 12 supercomputers (1904 nodes) in four time zones. Williams has used parallel computers for fluid simulation in many regimes, data intensive applications, and worked with parallel Java codes; he has co-authored the book "Parallel Computing Works!" in 1994. With John Good, they have obtained good speedup of the catalog cross-comparison application that is one of the cornerstones of this proposal.


1.3 Management Plan

The investigators assembled for this research have the expertise in all areas required for successful completion of the proposed work.  Collectively, the team has a strong record of achievement in astronomy, software engineering and high performance computing.  A number of the co-Is represent some of the major projects in IPAC that will eventually be the main customers for the proposed software, and as such are ideal in-house testers.  The team strength is enhanced by the strong working relationship that a number of the investigators have already developed with one another.  The investigators and their roles are:

Dr. Thomas A. Prince: Principal Investigator; Responsible for overall coordination and direction of the Investigation Team activities.  Represents the Team in all administrative matters, including negotiations. Participates in all Science Team meetings and responsible for contributions to Science Team Reports. 

Dr. G. Bruce Berriman: Team Task Manager. Responsible for day-to-day direction of activities including scheduling and tracking of progress towards milestones. 

Dr. Carol J. Lonsdale: Team Scientist. Responsible for science requirements definition, scientific validation, and coordination with the broader research community. 

Dr. John Good: Will be the chief architect of the catalog access and 2MASS image visualization work.  Risk officer for the Software Engineering Plan.

Dr. George Helou: Will evaluate end-user interface and community support

Dr. David W. Curkendall: Serve as point of contact for the JPL clustering and visualization work and advise the team on high performance computing issues. Will act as the architect of our high performance networking, establish requirements and interface with NREN and the intra-Campus networking organizations.

Dr. Joseph C. Jacob: Will develop clustering visualization and image mosaicking software and advise the team on software development for multiprocessor systems. 

Mr. Robert Granat: Will design and implement cluster analysis algorithms on multiprocessor systems.

Dr. Michael Turmon: Will serve to advise the team on the design and implementation of new cluster analysis methods.

Dr. Nicholas White: Will provide support from the HEASARC archive and participate in interoperability testing of the geographically distributed system.

Dr. Roy Williams: Will develop and implement XML protocols for capabilities documents and web access to the digital sky data. Supervise volume visualization, and provide high performance computing expertise.

Dr. Robert Brunner: Liason to the Digital Sky Project, for which he is Project Scientist and will participate in the scientific validation and testing of the proposed software.

Dr. S. George Djorgovski: Will provide science requirements for clustering and visualization and serve as an interface for the transfer of the proposed software to the NVO community.

Dr. Ashish Mahabal: Will provide software tools for access to DPOSS data and will participate in the scientific validation and testing of the software to be developed.

Testers:

Dr. Roc Cutri and Mr. Gene Kopan: As representatives of the 2-micron All Sky Survey (2MASS), a major customer for the software to be developed here, will serve as unbiased testers.

Dr. Barry Madore and Dr. Joe Mazzarella: As representatives of the NASA/IPAC Extragalactic Database (NED), a major customer for this work, will serve as unbiased testers.

Regular team meetings will focus on ensuring that the schedule is met.  Other management needs are described in the Software Development Plan (see section IV). The emphasis it places on rigorous, industry-standard software development practices are requisite to the success of this demanding research investigation.

2 Software Engineering Plan

The software development plan described here employs the industry-standard software development practices identified in level 2 of the Capability Maturity Model of the Software Engineering Institute.  Dr. Bruce Berriman has for the past five years led calibration and QA software development efforts certified at levels 2 and 3 of the CMM. These efforts were in support of two NASA projects, the Tropical Rainfall Measuring Mission (TRMM) and the Moderate Resolution Imaging Spectroradiometer (MODIS). Dr. Berriman’s principal role in this investigation will be to ensure that the development plan is fully understood and followed. The following paragraphs describe the key areas of the software development plan.

2.1 Requirements Development and Management

The following process will be used to develop requirements; its aim is to assist customers in understanding what they need by an iterative process; this work will begin at the start of the investigation, and will be repeated immediately after each code delivery:

· Identify end users (scientists) who have the credentials to define the software that will be developed, and interview them to derive preliminary requirements regarding interfaces, functionality, security, algorithms and error reporting.

· Use these draft requirements to develop preliminary user interfaces, to be shown to users for revising requirements and refining the interfaces.

· Fully extend the prototype to demonstrate the functional area of the system (not implement it). This prototype is placed under change control and acts a baseline for interfaces. Write a first draft of end-user documentation based on users’ comments.

· Write the final requirements, and place them under change control. Future changes to the requirements will be approved by the change board (see below).

2.2 Investigation Tracking, Oversight and Control

Once the requirements are baselined, the investigation will establish a lifecycle development model that will allow them to be met. Given the highly evolutionary nature of scientific research and the development of the NVO, it is likely that we will pick the evolutionary prototyping model, or a variant thereof. This model allows quick turnaround for interaction with users, subject to the risk that the code is difficult to maintain and poorly documented. This software development plan is intended to mitigate these particular risks. After each delivery, the requirements are reviewed and updated.

Risk Officer: Dr. Good will act as Risk Officer as part of his normal duties and will identify and document all risks associate with the investigation. All risks will be reviewed as part of the staff meetings. 

Scheduling: Microsoft Project will be used to develop and track scheduling. 

Maintenance Plan: The heart of the maintenance plan will be to ensure that the software is easy to understand and therefore easy to modify. All software will meet investigation defined development and self-documentation standards and subject to rigorous review (see section IV.4 below). Code will also be highly modular, generally with a McCabe Cyclomatic Complexity metric of no more than 10. Code defects discovered in between delivery cycles will be corrected and released between milestones depending on their impact to the users, and the change board will make this decision. Defects not deemed critical to operations will be corrected as part of the next delivery. 

No minor release to correct defects will be made without adequate testing by science users (in this case, IPAC Science Staff).

2.3 Configuration Management

Project software, documentation and hardware will all be placed under change control, and all changes will be subject to the approval of a Change Board, which will be chaired by the Team Task Manager and staffed by those team members resident at Caltech/JPL, plus at least one non-resident scientist. The aim of the change board is to discuss the impact of all hardware changes (including operating system upgrades), software and documentation change requests prior to approving them. 

The following documents will be subject to change control: requirements, design documents, user-documentation, software development and self-documentation standards, test and validation plans. All approved changes will be recorded in a document change history included in each document. All software will be subject to revision control via the Concurrent Versions System (CVS), which is already installed and maintained at IRSA and IPAC, and is available to this investigation at no cost to it.

2.4 Quality Assurance, Testing and Validation

A Quality Assurance officer will be assigned from IPAC staff to ensure the QA efforts are independent of investigation development effort. The QA officer will be responsible for auditing requirements, architecture, design, code and test plan to ensure that the investigation meets its own standards. The QA officer will lead technical reviews of all phases of the investigation. The reviews will be conducted with the staff involved in the work. Unless required by the nature of the work reviewed, neither management nor customers will participate in these reviews. The QA officer will report directly to the PI and not to the Team Task Manager.

Once the requirements have been baselined, the Team Task Manager (who will take no part in development) will begin to lead an internal test effort to ensure that the software meets requirements and contains the correct functionality. He will be responsible for generating a test plan based on the requirements, and will organize a testing effort that will employ IPAC science staff named as Co-Investigators in the research effort. This process has been used at IPAC for many years and ensures that testing is independent of development. Defects will be tracked with Seapine Software TestTrack ProTM 3.0, which provides a simple web interface to allow testers to report defects. It is a COTS tool that provides essential defect reporting functionality at very modest cost.

The Team Task Manager will also lead a validation (acceptance) testing effort. He will work directly with outside scientists to generate “real-world” science use cases to test the power of the software. We expect that representative users will visit IPAC to perform the testing directly. Such supervised testing produces better quality software than simply performing “beta-testing” through a wide release.
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M.A. (Astronomy) University of California, Berkeley, 1981. 
B.A. (Astrophysics) University of Belgrade, Yugoslavia, 1979.

Awards: Presidential Young Investigator, 1991 - 1997. NASA Group Achievement Award, 1996. Dudley Observatory Award, 1991. Alfred P. Sloan Foundation Fellow, 1988 - 1991. Harvard Junior Fellow, 1985 - 1987. M.E. Uhl Award for Outstanding Research Contributions, U. C. Berkeley 1984. Several graduate fellowships, U. C. Berkeley 1981 - 1985.

Professional Functions: 

NVO Interim Steering Committee, 1999 - present. 
CELT Site Selection Working Group, 1999 - present. 
Keck LRIS-B Instrument Science Team, 1994 - present.
Keck NIRC-2 Instrument Science Team, 1994 - present. 
Keck Observatory Science Steering Committee, 1990 - 1995, 2000 - present. 
Keck Observatory Adaptive Optics Working Group, and AO Science Team 1992 - 1994. 
Keck Observatory Data Acquisition Working Group, 1991 - 1994. 
Keck Observatory LRIS Instrument Team, 1988 - 1994. 
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Faculty Manager, Caltech Astronomy Data Processing Facility, 1989 - 1991. 

Professional Interests: Extragalactic astronomy, cosmology, galaxy and structure formation, fundamental properties of galaxies, gamma-ray bursts, quasars, radio galaxies, gravitational lenses, globular clusters, digital sky surveys, advanced data-mining and exploration techniques.

Publications: Available at http://www.astro.caltech.edu/~george/sgd_pubs.html Contains over 300 papers, over 150 of them in refereed journals, and about 40 invited reviews; as well as over 200 abstracts, circulars, etc.

Some Relevant Expertise: Djorgovski is the PI of DPOSS, a digital survey of the entire Northern sky in 3 optical bands. The resulting Palomar-Norris Sky Catalog will contain over 50 million galaxies and about 2 billion stars and quasars, with > 100 parameters measured for each object. This will be one of the principal data sets to be used in this work, along with the 2MASS near-IR sky survey. Djorgovski and his group are very active in the development of the NVO, and have close collaborations with astronomers at IPAC, the Digital Sky project, and computer science groups at CACR, JPL, and elsewhere. Thus, they are well positioned to take advantage of the enabling technological developments for the NVO, and to serve as a conduit between this project and the broader NVO community which can benefit from the methodology developed here.
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EDUCATION: Ph.D. in Astrophysics, University of Massachusetts (1983)


Dr. Good has eleven years experience at designing and implementing distributed systems. As manager of the Astrophysics Data System, he oversaw the development of the world’s first distributed information system. He has been responsible for overseeing the architecture of IRSA from its inception, and has overseen the design and implementation of all development needed to support the 2MASS project and the cross-comparison effort described in section 2. Dr. Good’s expertise in distributed systems in astronomy makes him uniquely qualified to lead the design of “next-generation” distributed querying software.
1995 –1999 Manager Digital Sky Project and 1995 – present, System Engineer, NASA Infrared Science Archive - California Institute of Technology, Pasadena, CA.

Digital Sky Project is part of the NSF NPACI supercomputing initiative studying ways to perform analysis across a set of large (multi-terabyte) astronomical databases on heterogeneous platforms. IRSA is one of three wavelength-specific data archives for NASA Astrophysics. The effort involves a broad range of tools, from large-scale data storage and retrieval to data mining, visualization, and analysis tools 

1989 -1995 ADS Project Manager and System Scientist - California Institute of Technology, Pasadena, CA.

Responsible for the design and implementation of the NASA Astrophysics Data System, recognized as the first fully distributed information system to be put into full-scale operation in the world. The ADS was designed to provide an infrastructure for the construction of distributed scientific data access, analysis and collaboration.


1983 - 1991 IPAC Science Staff – California Institute of Technology, Pasadena, CA

As a member of the IPAC science staff, built or oversaw the building of software tools for data processing (e.g. 1991 non-linear least-square lower envelope fitting using 

cubic splines under tension), modelling (as a part of research activities), and visualization (e.g. Skyview astronomical image display tool, XY plotting). Scientific research included detailed modelling of the zodiacal emission from dust in the solar system, a principle component of the flux seen by the IRAS satellite. This model was later used to subtract the zodiacal emission from the final IRAS image product.
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Implemented and tested a model independent motion and structure recovery algorithm for use on video sequences.



California Institute of Technology, Pasadena, CA
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Investigated a laser induced fluorescence (LIF) based method of detecting impurities in large Tokamaks.
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Deputy Director, SIRTF Science Center
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Staff Scientist, IPAC

1980-

Ph.D. Astrophysics, Cornell University; E. E. Salpeter, advisor

1975-

B.S. Physics with High Distinction, American University of Beirut

Experience Relevant to This Project:

1984 to date
Sixty referred or invited papers in infrared astrophysics, including seminal research on statistical properties of galaxies in the infrared and the radio.

1983-1988
Led or collaborated on several key IRAS data products, e.g. Extended Source Catalog and Galaxies and QSOs Observed with IRAS

1987 to date
Co-Director of NED

1987 – 1988
Architect and implementation leader for NASA/IPAC Extragalactic Database

1993 to date
P.I. on NASA-selected ISO Key Project “The Interstellar Medium of Normal Galaxies:  Properties and Evolution”
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Professional: 
1996-present:
Senior Member of the Technical Staff, JPL.
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Unix System Administration Assistant, Cornell University.

1992-1994:
Teaching Assistant, Image Processing, Cornell University.

1990-1992:
Research Assistant, Cornell University.

1989:
Research Assistant, Argonne National Laboratory.


Current Project: As task lead for the JPL Digital Observatory task, is developing parallel, high-performance, object-oriented software for visualization of large sky image and catalog datasets.

Distinctions:  National Defense Science and Engineering Graduate Fellowship.


Experience:

Jacob has experience with developing scalable parallel software on many different architectures including SGI Origin2000, HP Exemplar, Cray T3D, networks of workstations (using both MPI and PVM for message passing), and the early iPSC/860 Hypercube, Connection Machine CM-200, and Kendall Square Research KSR-1 machines.  His application areas of interest are image processing and scientific visualization.  His Ph.D. research was in the area of task mapping for optimal application performance on multiprocessor systems and networks of workstations.  At JPL he has developed parallel software for SAR terrain correction, discrete event simulation, terrain rendering, image mosaicking, and large (greater than 100 GB) image visualization.

Recent Relevant Publications :

1.  J.C. Jacob and L. Plesea, A Framework for Run Time Fusion, Visualization and Analysis of Large, Distributed Data Sets, to appear in the Proceedings of the IEEE Aerospace Conference, Big Sky, MT, March 10-17, 2001.

2.  L. Plesea and J. Jacob, Building Large Scale Mosaics From Landsat Data, Proceedings of the 8th ACM Symposium on Advances in Geographic Information Systems, Washington, D.C., November 10-11, 2000.

3.  J.C. Jacob and L.E. Husman, Large Scale Visualization of Digital Sky Surveys, NASA Science Information Systems Newsletter, Issue 57, ed. S. Beck, also to appear in Astronomical Society of the Pacific Conference Series, Proceedings of the Virtual Observatories of the Future Conference, Pasadena, CA, June 13-16, 2000.

4.  J.C. Jacob and S.-Y. Lee, Task Spreading and Shrinking on Multiprocessor Systems and Networks of Workstations, IEEE Transactions on Parallel and Distributed Systems, Vol. 10, No. 10, October, 1999, pp. 1082-1101.

Eugene Loryn Kopan

Mr. Kopan has thiry years experience in science software design, development and implementation, over twenty-five years in the field of infrared astronomy. He was chief architect and technical lead for the prototyping, design, and implementation of the software processing pipeline for the 2 Micron All-Sky Survey (2MASS).

February 1990  to Present – Technical Lead,  2 Micron All-Sky Survey Software System, IPAC, Caltech.
· Lead a team of twelve scientists and software engineers responsible for the design and implementation of the 2MASS software processing pipeline.

· Designed and implemented major subsystems, including  the imaging software for the 2MASS software processing pipeline.

1984 to February 1990  - Technical Lead, Faint Source Survey, Infrared Astronomical Satellite, IPAC, Caltech. 

1979 to 1984 – Cognizant Engineer, Additional Observations Processing System, Infrared Astronomical Satellite,  Jet Propulsion Laboratory, CA

1973 to 1979 – Cognizant Engineer,  Guidance and Control, Jet Propulsion Laboratory, CA

· Cognizant Engineer, various software subsystems for Viking and Voyager planetary spacecraft missions.
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Manager, Infrared Science Archive, IPAC
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Manager, WIRE Science Operations Center, IPAC  


4/99-11/99
Acting Director, IPAC


11/99-present   
Head of Science Staff, IPAC

Experience:  Carol Lonsdale has been a science team member on the IRAS, 2MASS and WIRE projects.  She managed the science staff and the IRAS General Investigator program at IPAC for several years. She has managed the Infrared Science Archive at IPAC, with responsibility for design and development effort for a new terabyte-class database and search engine, which is now deployed and supporting the 2MASS data archive. She was Deputy Project Manager and Science Operations Manager for WIRE, with responsibility for survey planning and sequencing, including instrument commanding, and for data processing and archiving.  Carol Lonsdale was Acting Director of the ~150 strong IPAC in 1999, and currently holds the position of Head of Science Staff, with responsibility for the 50-strong staff of active scientists at IPAC, the SIRTF Science Center, and the Interferometry Science Center.

Carol Lonsdale's research interests currently focus on AGNs, starbursts, ULIRGs and the evolution of these with time. Besides using IR mission data extensively, she has a vigorous ground based observing program, including radio VLBI observations of ULIRGs, and Keck Long mid-IR spectroscopy of AGN and ULIRGs. The VLBI study of Arp 220 dramatically revealed a family of luminous young radio supernovae from the starburst. She is the author of several reviews on these topics, including their contribution to the cosmic infrared background. Her thesis was on linear and circular near-IR polarization studies of protostars, and she was an author of the discovery paper of solid CO in the local ISM.
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Education:
1989:         Ph.D. in astronomy, University of Michigan, Ann Arbor, MI

1983:         BS. in physics and astronomy (with highest honors), Pennsylvania State University
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1991-present: Senior Scientist, Caltech/IPAC, Pasadena, CA

1989-1991:    Research Fellow (Postdoc), Infrared Astrophysics Group, Caltech, Pasadena, CA
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1999-present: Archive Scientist for the NASA/IPAC Extragalactic Database (NED), http://ned.ipac.caltech.edu; archival research; science requirements; software engineering; design and development of image and spectral archives and user interface. Co-author, with Barry Madore and George Helou, of the most recent NED proposal for NASA funding; NED was the top-ranked astrophysics archival research system in the highly competitive 2000 NASA Senior Review. A recent profile in Nature's October 2000 issue said: ``Astronomers have a great number of databases to choose from, but NED is perhaps the most impressive, and it is also free to all users.'' See http://www.nature.com/netguide. 
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NSF Graduate Fellow
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Research Area: 
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Experience: Williams has been working in the field of high-performance parallel computing since its inception with the first hypercubes. He has co-authored the book "Parallel Computing Works!" and been involved in many scientific simulation projects on many parallel computers. Recently, he has turned to data-intensive computing and high-performance networking, and approaches to federation of diverse data sources.

Interests include: Interfaces to scientific databases, transparent supercomputing, data mining, distributed computing, user interfaces, software interoperability; mathematical and physical modelling, parallel computing, distributed systems, high-speed networking, problem-solving environments.

Williams has worked with the LIGO project software team for 3 years, developing XML-based formats and tools for representation of scientific data, and is a senior member of the NSF-funded GriPhyN (Grid Physics) consortium.
Selected publications (see http://www.cacr.caltech.edu/~roy/papers/)
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· Report of the European Union - United States Workshop on Large Scientific Databases
Roy Williams, Paul Messina, Fabrizio Gagliardi, John Darlington, and Giovanni Aloisio
October 1999

· XSIL: Extensible Scientific Interchange Language, Kent Blackburn, Albert Lazzarini, Tom Prince and Roy Williams, Proceedings of HPCN99 conference, Amsterdam, April 1999.

· An XML Architecture for High-Performance Web-Based Analysis of Remote-Sensing Archives, Giovanni Aloisio, Giovanni Milillo, and Roy Williams, 
Future Generation Comp. Sys. 16 (1999) 91.
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· Parallel Computing Works!, G. C. Fox, R. D. Williams and P. C. Messina,  Morgan-Kaufmann, San Francisco, 1994.

Milestones, Schedule and Cost 

The costs below are based on a start date of July 1, 2001 and a stop date of June 30, 2004.

The breakdown of the work is such that several of the required milestones can be simply combined, and we present a cost for the combined milestone. For example, the purpose of the second code improvement is to ensure full interoperability of the software. Rather than define additional milestones, we have found it simpler to federate under each milestone, a number of “mini-milestones” with their own metrics. These milestones also function as a work breakdown structure. The cost estimates reported here can be met because the work builds on prototype-services already developed by the team.

Table-1: Schedule of milestones, due dates and advance payments


                                Milestone 
Expected Completion Date
Advance Payment Amount

 1
A
Software engineering plan completed 

General:  Deliver software engineering plan, describing software engineering infrastructure within the Investigator team.


Oct 31, 2001
$30K

 2
E
Code baseline completed

Mosaicking:  Searchable, spatially indexed image archive metadata. Image mosaicking (single thread, single projection, original resolution)

Metric:  Science quality image mosaics produced

Catalog Comparison:  Existing tools documented and structure/performance assessed.

Clustering:  Demonstrate 105 objects in 15 dimensions.

General:  Baseline existing code. Post documented versions of all codes on the Web. Scaling curves posted to Web


Apr 30, 2002
392K

 3
H
Design policy for interoperability 

   and community delivery 

General:  Design policy posted on Web


May 30, 2002
560K

 4
B
First Annual Report delivered 

General:  Submit First Annual Report to ESS via Web


Jun 30, 2002
 30K

 5
F
First code improvement completed
Mosaicking:  Data access across multiple simultaneous archives.  Total energy preserved in resampling. User-definable basis functions for pixel interpolation.

Metrics:  Parallel data from at least three sources.  Science quality interpolated images.

Catalog Comparison:  Parallel speedup of cross-compare code. Portable version of linear code.

Metric: Near-linear increase in throughput.  Terabyte-scale cross-comparisons.

Clustering:  Demonstrate 107objects in 15 dimensions.  Scaling curves to be posted on the web.


Apr 30, 2003
392K

 6
 I
Interoperability prototype from Milestone “H”

   tested with improved codes 

General:  Documented source code, scaling curves posted to Web.

May 31, 2003
560K

 7
C
Second Annual Report delivered

General:  Submit Second Annual Report to ESS via Web


Jun 30, 2003
 60K

 8
G
Second code improvement completed

Mosaicking:  All WCS projections, any resolution; multiple archive input streams; parallel mosaicking ; multiple parallel platforms; caching of requests/results; partial processing / restarts.

Metrics:   Arbitrary-attribute science quality images.  Near-linear

increase in throughput.

Catalog Comparison:  Multi-archive fusion including query plan generation.

Metric:  Terabyte-scale data tables accessed and correlated across at least three archives.

Clustering:  Demonstrate 109 objects in 100 dimensions.  Scaling curves to be posted on the web. Identify outliers and cluster types in real data.
Mar 30, 2004
392K

 9
J
Full interoperability demonstrated

   using improved codes 

General:  Improved codes tested by select members of astronomy community. Documented source code, scaling curves posted to Web.
Apr 30, 2004
460K

10
K
Customer delivery accomplished

General:  Services using codes accessible through NED and IRSA to entire community.


May 31, 2004
100K

11
D
Final Report delivered

General:  Submit Final Report to ESS via Web


Jun 30, 2004
 60K

Table-2:  Optional Milestones

12
b
Visualization research
ESS ParVox integrated with clustering output at Teraflop Testvbed . >100 dimensional results from 100 million objects are interactively visualized remotely from Caltech/JPL.  Compared with results from Volume Rendering Cluster. Real-time point-set visualization    Performance Metric: Size of pointset that can be rendered at 10 frames per second
June 30, 2004
100K

13
d
Networking research 

Link JPL/CACR/IPAC/GSFC with production quality OC-12 or better network. Support above Visualization Research and perform cross catalog comparison between the 2Mass and HEASARC catalogs at network bandwidths that are not the limiting factor.
June 30, 2004
100K

14
h
Education Research
   Public Interface 

Background Information web-site

Electromagnetic Spectrum Activity

Virtual Universe 3-D Map

Expansion of Multi-Wavelength Messier Museum Web-Site
June 30, 2004
150K

Endorsement Letter

5 Education and Public Outreach
5.1 Introduction

The National Virtual Observatory (NVO) has a unique opportunity to drive outstanding education and public outreach (EPO).  It’s primary scientific mission, to provide quick, easy access to terabyte-sized astronomical archives, is not only useful for scientific research, but will also allow the public, for the first time, to see any part of the sky in any wavelength of light they choose.  The educational application is obvious; teachers and students exploring the electromagnetic spectrum will be able to compare and contrast any region of the sky, in real time, to enrich their lessons.  The images students discover will lead to discussions about the properties of light, and the information that can be learned by observing the universe at many wavelengths.  

5.2 Goals and Objectives

The primary objective of our NVO Cornerstone Technologies EPO program will be to provide clear, easy access to the archives for educators, students, and the public.  In order to accomplish this, separate archive interfaces will be designed specifically with educators’ needs in mind.  For fast access, sub-sets of the data archives will be prepared (for example, multi-wavelength views of the Orion region) to allow real-time use in lectures and classroom activities.  In addition, several web-based educational activities will be designed and produced to guide lessons about the electromagnetic spectrum.  

A secondary goal of the EPO program will be to package data from the archives in a uniquely engaging way: creating a three-dimensional, navigable virtual universe that the public can freely “fly” through and explore.  NED currently contains tens of thousands of galaxies in its database, both sky positions and red-shifts.  This information could be translated into a three-dimensional sky map, much like the stellar cartography devices used by several science-fiction television programs.  Such a “virtual universe” would allow the public unprecedented insight into the structure and scale of the universe.

The physical location of the NVO Cornerstone Technologies efforts described here will allow easy collaboration with other IPAC established education and public outreach programs, such as 2MASS and SIRTF.  Both these missions currently have products and activities dealing with the electromagnetic spectrum, which our efforts could easily leverage into.  One example would be to supplement the award-winning web-site Multi-Wavelength Messier Museum, (http://sirtf.caltech.edu/Education/Messier/tie.html), which compares views of the universe in different kinds of light .

Current national education standards-based curriculum introduces students to the electromagnetic spectrum during middle school (8-10th grade), so any activities produced for classroom use will be geared toward students of that age.  Secondary web pages will provide background for the more advanced public, such as the amateur astronomical community.

5.3 Management Plan

The NVO Cornerstones Technology EPO lead will likely also be on the staff of another IPAC mission, as we anticipate that 0.3-0.5 of a Full-Time Equivalent (FTE) will be needed to achieve our goals.  IPAC and the SIRTF Science Center (SSC) already have a nationally-recognized public education program, existing within the Office of Space Science EPO structure.  IPAC currently has two Ph.D.-level astronomers managing the EPO program, serving as scientific consultants and liaisons to the scientific community.  The NVO Cornerstones Technology outreach lead will report to them, and have access to IPAC’s staff of web designers and educational specialists.

5.4 Evaluation and Dissemination

Educational products created by IPAC and SSC’s EPO programs are evaluated by an external educational specialists, two evaluators located at the Space Telescope Science Institute.  The Office of Space Science has established several dissemination venues, making use of the NASA broker/facilitators and the regional Educational Resource Centers.  All NVO Cornerstones Technology products will be advertised through these sites, as well as highlighted on the IPAC main web page.  Activities high-lighting the electromagnetic spectrum will also be included as links in the Infrared Tutorial (http://www.ipac.caltech.edu/Outreach/Edu/), an IPAC award-winning web-site.

5.5 Summary of the NVO Cornerstones Technologies EPO Plan

Budget:

$50 K per year, 

$150K Total over mission

Start Date:

July 1, 2001

End Date:

June 30, 2004

Personnel:

0.3-0.5 FTE, reportable to IPAC EPO management

Partners:

SSC, 2MASS, IRSA, NED

Figure 1:  "Ripples" in the microwave sky tracing the early Universe (top); foreground hydrogen gas emission from the Milky Way (left); gravitationally-lensed galaxies (arcs) map the unseen dark matter in a distant galaxy cluster.
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Figure 2: Digital Observatories – From All-Sky to arc second.
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One of numerous examples is shown here. The JPL Parallel Mosaicking Code has been used to construct mosaics from both planetary and sky datasets, and will serve as a starting point for the proposed research.  As seen in the speedup curve, this code scales extremely well on up to 64 processors on the SGI Origin2000 (the largest size queue currently available to us).  
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