C.6 Technology Building Blocks of the Earthquake Science Community Semantic Grid:  The CSGES environment and our overall project require many different technologies, which we briefly outline here. The Semantic Grid [SW] focus of this proposal with collaborative, meta-data and database aspects is described in more detail in sections C7 and C8. The base technologies come from industry and academia including the HPCC, Digital Library and Grid Forum communities. A number of these technology elements are under development by our collaborators in SCEC and in GEM.  The essential features of our computational environment include
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Distributed Object Model: Like others, we have used multiple distributed object models including especially Java and CORBA. There have several important developments in this area and although “the dust has yet to clear”, we suggest that the DoE based CCA (Common Component Architecture) [CCAref] and the Industry WSDL standard [WSDLref1] suggest a common and powerful approach. Indiana University is a key member of the CCA team and Fox and Gannon are working closely with the IBM team [WSDLref2] that developed WSDL. CCA adopts an application perspective and WSDL a communication channel view but a similar model emerges. We differentiate between an object model and a distributed object framework as sketched in fig. XX.. WSDL uses XML schema to define an interface definition language supporting different communication protocols and different object models. We have successfully used such a strategy in our Gateway portal with XML object specifications dynamically generating CORBA IDL[Gateway]. WSDL is still being developed and certain aspects need to be extended but this will surely happen, as we understand the basic principles and requirements of distributed objects from experience with CORBA and Java. For instance WSIF, the Web Services Invocation Framework, defines how clients access distributed objects [WSIFref] but the corresponding server side technology has no standard. We build our objects in a heterogeneous fashion – Java for proxies (wrappers) and Fortran for simulation engines. Again the data component on the right is a database (Oracle 8i) combined with an XML interface to an enterprise Javabean-based proxy. C++, Python or other object based languages may be used in special circumstances but the strategy of defining all interfaces in WSDL accommodates this hybrid approach.

· Component Model: Above we described our plan for systematic use of application and service model to enable development of CSGES web and grid components [stencil] with well-defined interfaces and clear separation of protocols and interfaces. These leads to a model for components that are usefully linked to communicate over data channels with agreed interchange formats. Separation of API and protocol allows us to use where necessary transfer mechanism with special characteristics – e.g. high performance or specific security -- without changing the API. The Doe CCA project adds important capabilities to the base WSDL framework including standard scientific data structures (SIDL [SIDLref]), high performance linkage and a clear model for how components should be developed. Note that the original target of WSDL was for loosely coupled components [stencil] communicating with the SOAP protocol [SOAPref]. However we believe that use of the capability of WSDL to bind to multiple protocols allows scenarios such as that on the left diagram in fig. XX. Here a single component supports multiple ports – some binding to SOAP and RMI in the middle tier and others in the backend to high performance message passing. Note that WSDL supports components that are internally distributed, and this allows us to view a simulation package and its associated Java wrapper as a single component.
We will develop as web services critical components that will have pervasive use in the CSGES – these are illustrated by a generalized GIS (geographical information system) web service enabling the integration of the multitude of spatially labeled information. Other examples are filtering services aimed at time series and sensor services encapsulating general sources of data.

· Component and Resource Description: We follow W3C and use the term resource to represent any digital entity and label all such entities with a URI (Universal Resource Identifier). CSGES resources include not just large computers and data repositories but also people, simulations and their results, ideas, email, documents etc. Meta-data is associated with all of these resources and a component is a special (very sophisticated) resource. This is illustrated in fig. XX by the XML layer lying between the middle tier and back end resource. The CSGES environment manages definition, access and updating of meta-data, which is stored persistently in databases. We will use technology like RDF [RDFref] to associate metadata with URI-specified resources.

· Component and Resource Discovery: The distributed object framework based on WSDL needs a mechanism to register and discover components and resources. Again the way to do this is not yet well establish but the UDDI (Universal Description, Discovery and Integration) project [UDDIref] is a leading candidate to provide this capability. Another important approach here is illustrated by JXTA [JXTAref] which uses distributed search rather than a centralized directory to discover and register resources. We will integrate into CSGES best of practice solutions in this area.
· Component Interaction: The meta-data for CSGES components includes information needed both to launch associated objects and defines enough about their communication ports to define how they can be linked and shared. The capabilities like JXTA and UDDI enable components to find each and link together either conveniently (i.e. with little user effort) or automatically (i.e. with no user intervention). Thus the meta-data supports collaboration and scientific investigations of multiple component systems. Digital brilliance emerges as the linked systems grow in complexity and size and so can bring more information to bear on solving the earthquake problem. 

The information technology is aimed at managing complexity – supporting the complexity of the information system needed to address the science of complex systems. Multi-scale effects are helped by the component model allowing simulations of different resolutions to be represented as changing a single module in a component mesh; multi-constituent and multi-disciplinary studies are enabled by the port technology of the interacting components. Sensors and the filtering of observational or simulation time series are naturally represented as linked pipelines of sensor and filter services. The Peer-to-Peer and more conventional collaboration tools support distributed researchers addressing distributed shared resources.

We can describe the overall CSGES environment in a physics analogy. We have a digital world full of resources – each labeled by a URI [URIref] – and swimming in an ether corresponding to the distributed object framework WSDl/WSIF/UDDI. This ether supports the “forces” (communication) between the resources. We have simple “atomic resources” (like this proposal or an e-mail) and more sophisticated components or “molecules” which are built according to specific rules; internally these are the object and other features of languages like Java; externally they are CCA like rules for building components that link to each other. Our ether allows multiple forces or communication protocols between the resources. MPI, SOAP, RMI, JXTA are particular “force laws” with different features; JXTA is short-range and confined to a community, SOAP pervasive. Adding meta-data to resources corresponds to “magnetizing” the resources so that they can interact with each other more strongly. The Semantic Grid corresponds to the ether full of magnetized resources and components that can produce new resources given existing ones as input. Digital brilliance corresponds to a phase transition when magnetized resources are aligned so as to support earthquake forecasting.
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Fig. XX: Two Components with their wrapper (proxy) and HPC engines linked via XML specified Interfaces








