      Section 1.1 - Item #4

· What is the architecture of the Object Grid Framework and its relation to the codes, reference models and data?

The Object Grid Framework is a multi-tier middleware which acts as an object broker, arranging access to data, enabling the use of programs and models to facilitate rapid exploration of ideas and datasets. 
We will use the framework based on WSDL originally developed by IBM and

Microsoft; expected to be adopted by W3C and recently endorsed strongly by Sun.

A good description of this is at

http://www.stencilgroup.com/ideas_scope_200106wsdefined.html#whatare
The Indiana group is working on extensions of WSDL with the “software components” group in IBM Research that developed WSDL – see 
Presentation on Web Services  by Francesco Curbera of IBM at DoE Components Workshop July 23-25, 2001. Livermore, California. http://www.llnl.gov/CASC/workshops/ components_2001/viewgraphs/FranciscoCurbera.ppt
They are also working with the DoE Common Component Architecture (CCA) which is expected to adopt an approach compatible with WSDL.

See C6.doc (included) for fuller description
Section 1.3.1 and 1.3.2

· Components will be developed in different locations.  How/where will everything be integrated?  Will there be a documented plan for doing this?  Can you be more specific regarding the platform(s) and locations of the deliverable system?

Many of the codes will run on computers at JPL, and others will run on computers located at various institutions. They will be joined by the Object Grid Framework. 

We will develop a written plan for development of this middleware. This plan will be placed under change control after it is ready. 

On a case-by-case basis, yes we can be specific. See the application code descriptions in Andrea’s response to the questions about the proposal.

The Object Grid Middleware is built around Java Servers linked by SOAP and RMI connections. The needed software will run on IBM, Sun UNIX and Linux servers.

The system is intrinsically integrated as all components have XML interfaces and as they are web-based, they will support a web documentation interface and distributed hosting and updating. The performance of production systems may require co-location of services on a given machine but initial development can be totally distributed. Research is ongoing in the community as to appropriate registration and discovery services and the simplest approach for our relatively small effort is WSIL
Peter Brittenham on Web Services Inspection Language, November 2001,  http://www-106.ibm.com/developerworks/webservices/library/ws-wsilover/  

UDDI is less dynamic but scales to larger systems

Section 2 - "top-level operational architecture"

· Might there be performance issues related to gathering the data and returning it to the requestor?  I assume the clients could be PC'c and Unix workstations?  Is all science work to be done on the client side?

Yes there will be performance issues. We plan to minimize these by judicious use of computing power “near” large databases, and perhaps by mirroring important or heavily used data sets. 
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The science work will take place wherever it is appropriate. Sometimes it will be on the client side, sometimes on the server side.

The Indiana research with IBM is precisely designed to address performance issues for using key idea that WSDL can support multiple protocols e.g. SOAP or MPI as shown below:

· Will the Gateway portal be a part of the overall system?  If so, can you provide additional details on the Gateway portal?

www.gatewayportal.org. See in particular
http://aspen.ucs.indiana.edu/gemmauisummer2001/resources/gemandit7.doc  
· What role will SCEC play in the development of your system? What do you expect to get from them in the area of software components or interface definitions?

We expect to share several interface definitions. In particular, XML definitions for faults, seismicity, and deformation will be common. We are working collaboratively with the SCEC community (eg Hurst, Grant, and Tiampo are scheduled to attend the RELM meeting at USC Nov 14-15) to jointly develop acceptable standards.

At this point, we have no plans to share software components.

Section 3.1

· What are some to the EJB components that comprise the Object Grid Framework?

Gateway is currently built from CORBA using a component model that is very similar to EJB – Gateway was implemented before EJB’s were mature. The Indiana group is switching the CORBA to an EJB implementation. This implies that all the services handled by Gateway (simulation codes and datasets) will be managed through EJB’s. We expect other parts of the system will use EJB. Note that current EJB’s seem very successful with growing commercial adoption but they are too heavyweight for some of our work. We expect that easier (than BEA(WebLogic)/IBM/Sun servers) to use EJB technology will emerge over next year (JBoss is one example). This will allow broader deployment of this technology. This is basic architecture:
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Section 3.2.1.1

· Will the "requirement / design / prototype" cycle be documented and available on the web from the very start?  

It is our intention that everything that can reasonably be put on the web be accessible there. Since this project involves several groups of people at several locations around the country, it is necessary that such common information be easily accessible to all. The best way to do this is on the web. Hence, things like the SW development plan, milestones, progress, bug reports, will all be on the web.

· Will the "more formal and rigorous procedure" for obtaining requirements and interface definitions be documented?

The “formal and rigorous procedure” was intended to make reference to the 4 step process outlined in the SW plan. Did you need something more?

Section 3.2.1.2

· What will be the format of the design description?  Diagrams? Interface specs.? Architecture components?

The design description will include the requirements by reference. It will describe how that component will be built, and exactly what it should do/not do. The format will be flexible but will likely include diagrams, and certainly will include interface specs.

Section 3.2.1.3

· Glad to see an independent test team for the final phase of testing.  Will they be generating their own Test Plan for this activity?

They will work with the Project Manager (Ken Hurst) to generate a test plan.

Section 4.3

· To mitigate the risk of low quality software, do you intend to do code reviews?

Yes

Fig. XX: Two Components with their wrapper (proxy) and HPC engines linked via XML specified Interfaces
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